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Abstract

In this paper, a competition model of a reaction diffusion system with self-diffusion has been

studied using homotopy perturbation method, variational iteration method and Finite element

method FEM (COMSOL package). The traveling wave solutions for this system are found and

compared numerically.It was shown that the competition will lead at the end of the winning of

one species. The effect of self diffusion is shown in the dispersing of traveling wave solution. Also,

it was shown that the solution of finite element method and homotopy perturbation method are

convergent to each other compared to the variation iteration method.

Keywords: Reaction-diffusion system; Homotopy Perturbation Method; variational iteration method;
finite element method.

1 Introduction

Most of problems and phenomena in different fields of science occur nonlinearly. A reaction diffusion
equation has applications in fields of ecology, physics, chemistry and biology [1]. Nonlinearity of
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both reaction and diffusion terms describe phenomena in the real life. In ecology, the term ”species
” is used to represent different species of animals, microbes, plants and etc. The species is assumed
to move in a random manner (modeled via the diffusion term). The competition between two species
is one of the important phenomena in ecology that can be described mathematically as a reaction
diffusion system. The competition between species is for resources, which can be for food, as in
the competition between red and grey Squirrels for same food, or between Ants and rodents for
seeds see [1]. In [18], the competition was between normal and malignant cells, where the common
resource is considered to be oxygen. The nonlinear reaction diffusion system (1.1,1.2) has the form,

ut = S1(u)uxx + F (u, v) (1.1)

vt = S2(v)vxx −G(u, v), (1.2)

subject to the initial conditions

u(x, 0) = f(x) and v(x, 0) = g(x),

and the boundary conditions

∂u
∂x

= ∂v
∂x

= 0,

which are are zero flux boundary conditions. The functions u and v in ecology represent two
competing species, F (u, v) = u(1 − u − v) and G(u, v) = −uv are the is reaction terms. The rest
is the diffusion term, the term 1 − u in the first equation is a logistic growth, and −uv describes
a competition between two species in both equations (the minus sign in −uv means that both
species have a negative effect from competition). The self diffusion in (1.1,1.2) is the quadratic
functions S1(u) and S2(v) multiplying by the diffusion term. The term self diffusion implies the
movement of individuals from a higher to lower concentration region (see for example [3], [2]). When
S1(u) = S2(v) = 1, (1.1,1.2) reduced to a simple Noyes-Field model for the Belousov-Zhabotinskii
reaction which is studied widely, see for example [4]. Equilibrium solutions are solutions that
satisfied F (u, v) = G(u, v) = 0, which are here (u, v) = (0, 0), (u, v) = (1, 0) and (u, v) = (0, 1).
Traveling wave solution is a solution that connects stable equilibrium solution to other equilibrium
solution. It describes how two species (here u and v) are compete for resources. We will focus on
the traveling wave that connects two single species, stable equilibrium point (0, 1) to (1, 0). This
kind of wave also called wave fronts (one of the species is the invader) shows that at the end one of
the species is winning and the other extincting.

Finite element package COMSOL has been used widely to find the approximate solutions for non
linear partial differential equations which has no exact solutions. This tool give a high accuracy of
solutions in one and two dimensions (for more details see [5]). This package is used here to solve
(1.1,1.2) in one dimension, then we can compare the results from this method to the two methods
below.

The homotopy perturbation method [6], proposed first by He in 1998 and was further developed
and improved by He [7], [8]. The method yields a very rapid convergence of the solution series in
the most cases. Usually, one iteration leads to high accuracy of the solution. Although goal of Hes
homotopy Perturbation method was to find a technique to unify linear and nonlinear, ordinary or
partial differential equations for solving initial and boundary value problems.

The variational iteration method was first proposed by He (see for example [11],[9],[10]) and was
successfully applied to autonomous ordinary differential equations in [12], nonlinear polycrystalline
solids in [13], and other fields. The combination of a perturbation method, variational iteration
method, method of variation of constants and averaging method to establish an approximate solution
of one degree of freedom to weakly nonlinear system in [14]. The variational iteration method has
many merits and has much advantages over the Adomian method [15].
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The aim of this paper is to obtain and describe the approximate traveling wave solutions for the
competition model or the reaction-diffusion system using HPM, VIM and FEM. The capability,
effectiveness and convenience of these methods are revealed by obtaining the approximate solutions
of the models and comparing it to FEM using COMSOL.

2 Analysis of the Homotopy Perturbation Method

In this section, we illustrate the basic idea of HPM method, first we consider the following nonlinear
differential equation:

A(u)− f(r) = 0, r ∈ Ω (2.1)

with the equation of boundary

B(u,
∂u

∂n
) r ∈ Γ (2.2)

where A is a general differential operator, B a boundary operator, f(r) is known as an analytic
function, and Γ is the boundary of the domain Ω. The term A(u) can be divided into two parts
which are L and N , where L is a linear operator and is nonlinear term. We can rewrite (2.1) as
follows:

L(u) +N(u)− f(r) = 0, r ∈ Ω (2.3)

Homotopy perturbation structure is shown as follows:

H(v, p) = (1− p)[L(v)− L(u0)] + p[A(v)− f(r)] = 0 (2.4)

where
v(r, p) : Ω× [0, 1] → R (2.5)

In (2.4), p ∈ [0, 1] is an embedding parameter and u0 is the first approximation that satisfies the
boundary condition. Thus, the solution of (2.4) can be written as a power series in p,

v = v0 + pv1 + p2v2 + . . . , (2.6)

or as an approximate solution,

u = lim
p→0

v = v0 + v1 + v2 + . . . (2.7)

It was shown that the series (2.7) is convergent for most of the cases and the rate of convergence
depends on L(u) (see for example [6]). We use this method in the section of result to find the
solution of the reaction-diffusion system (1.1) and (1.2).

3 Basic Idea of Variational Iteration Method (VIM)

To clarify the basic ideas of VIM, we consider the following differential equation

Lu+Nu = g(x, t), (3.1)

where L is a linear operator defined by L = ∂m

∂tm
,m ∈ N, N is a nonlinear operator and g(x, t) is

known to be analytic function. The idea of VIM is as follows:

un+1(x, t) = un(x, t) +

∫ t

0

λ(Lun(x, τ) +Nũn(x, τ)

− g(x, τ)) dτ, (3.2)
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where λ is a general Lagrangian multiplier [16] which can be defined as,

λ(x, τ) =
(−1)m

(m− 1)!
(τ − t)m−1, m ≥ 1. (3.3)

The subscript n indicates the nth approximations and ũn is considered as a restricted variation
[17]. We used this method to find the approximate solution for (1.1) and (1.2), and compare it to
the other methods.

4 Results

In this section, we solve (1.1) and (1.2) using FEM, HPM and VIM, and we find the traveling wave
solutions when S1(u) and S2(v) are nonlinear terms.

We consider a system of reaction-diffusion equation with self diffusion in the form,

ut = u2uxx + u(1− u− v) (4.1)

vt = v2vxx − uv (4.2)

Subject to the initial conditions of:

u(x, 0) =
ekx

(1 + e0.5kx)2
(4.3)

v(x, 0) =
1

(1 + e0.5kx)
(4.4)

Where k is constant. The ecological situation we consider from initial conditions, species u is native
and species v is introduced locally. The far field boundary conditions are therefore u → 1 and
v → 0 as x → ∞. So far we have assumed that in this model one species is native (species u here
could be for example Ants) and we introduce new species which could be the invader (species v, for
example the Rodents ). This is define as a competition for food resources, and can be described by
the traveling wave solution that connect the equilibrium solutions as we mentioned before. Since
the single equilibrium solution (0, 1) is stable, we expect that species v will win.

4.1 HPM Solutions of (4.1) and (4.2)

In order to solve equation(4.1) and equation(4.2), using HPM, we construct the following homotopy
process

H(u, p) = (1− p)ut + p(ut − u(1− u− v)− u2uxx) = 0 (4.5)

H(u, p) = (1− p)vt + p(vt − v2vxx + uv) = 0 (4.6)

Substituting v from (2.6) into (4.5) and (4.6) and rearrange it basing on powers of p, we can obtain:

p0 :

{
∂u0
∂t

= 0
∂v0
∂t

= 0
(4.7)

p1 :

{
∂u1
∂t

− u0 + u0v0 + u2
0 − u2

0
∂2u0
∂x2 = 0

∂v1
∂t

+ u0v0 − v20
∂2v0
∂x2 = 0

(4.8)
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p2 :



∂u2
∂t

− u1 + 2u0u1 + v0u1 + u0v1

−(u2
0
∂2u1
∂x2 + 2u0u1

∂2u0
∂x2 ) = 0

∂v2
∂t

+ u0v1 + v0u1 − (v20
∂2v1
∂x2

+2v0v1
∂2v0
∂x2 ) = 0

(4.9)

Solving equations (4.7)-(4.9), we obtain:

u0 =
ekx

(1 + e0.5kx)2
(4.10)

v0 =
1

(1 + e0.5kx)
(4.11)

u1 =
te

3kx
2 A

2
(
e

kx
2 + 1

)8 (4.12)

v1 =
1
4

(
k2 − 4

)
tekx − 1

4
te

kx
2 B(

e
kx
2 + 1

)5 (4.13)

u2 =
t2e

3kx
2 C

16
(
e

kx
2 + 1

)14 (4.14)

v2 =
t2ex/2D

32 (ex/2 + 1)
9 (4.15)

...

where
A = 2k2e

3kx
2 − k2e2kx + 8e

kx
2 + 8e

3kx
2 + 12ekx + 2e2kx + 2.

B =
(
k2 + 4e

3kx
2 + 8ekx

)
.

C = 448e6kx + 2k2 + 28k2e
3kx
2 − k2

(
k2 − 6

)
e5kx

+ 4
(
3k2 + 4

)
e

kx
2 + 14

(
3k2 + 64

)
e2kx + 20

(
5k2 + 56

)
e

5kx
2

+ 14
(
5k2 + 64

)
e3kx + 4

(
7k2 + 32

)
ekx

+
(
−129k4 − 84k2 + 128

)
e4kx + 2

(
17k4 − 8k2 + 8

)
e

9kx
2

+
(
88k4 − 60k2 + 448

)
e

7kx
2 .

D = 3ex/2 − 45ex + 11e
3x
2 − 24e2x + 56e3x + 16e

7x
2 − 1.

The solution of (4.1) and (4.2), when p → 1, will be as follows:

u(x, t) = u0 + u1 + u2 + . . . . (4.16)

v(x, t) = v0 + v1 + v2 + . . . . (4.17)
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4.2 VIM Solutions of (4.1) and (4.2)

In order to solve (4.1) and (4.2), using VIM, we construct a correction functional

un+1(x, t) = un(x, t) +

∫ t

0

λ((un)τ − un(1− un − vn)

− u2
n(un)xx) dτ. (4.18)

vn+1(x, t) = vn(x, t) +

∫ t

0

λ((vn)τ + unvn

− v2n(vn)xx) dτ. (4.19)

In our equation m = 1, then from the formula (3.3) and λ = −1, substituting it in (4.18) and (4.19)
we get:

un+1(x, t) = un(x, t)−
∫ t

0

((un)τ − un(1− un − vn)

− u2
n(un)xx) dτ. (4.20)

vn+1(x, t) = vn(x, t)−
∫ t

0

((vn)τ + unvn

− v2n(vn)xx) dτ. (4.21)

For n = 0, 1, . . . .

We start with the initial approximations of u(x, 0) and v(x, 0) given by (4.3) and (4.4). Using the
iterations (4.20) and (4.21), we can obtain the other components as follows:

u0(x, t) = u(x, 0) =
ekx

(1 + e0.5kx)2
. (4.22)

v0(x, t) = v(x, 0) =
1

(1 + e0.5kx)
(4.23)

For n = 0

u1(x, t) = u0(x, t)−
∫ t

0

((u0)τ − u0(1− u0 − v0)

− u2
0(u0)xx) dτ,

u1(x, t) =
te

3kx
2 E

2
(
e

kx
2 + 1

)8 +
ekx(

e
kx
2 + 1

)2 . (4.24)

v1(x, t) = v0(x, t)−
∫ t

0

((v0)τ + u0v0

− v20(v0)xx) dτ,

v1(x, t) =
1
4

(
k2 − 4

)
tekx − 1

4
te

kx
2 F(

e
kx
2 + 1

)5 +
1

e
kx
2 + 1

. (4.25)

where

E = 2k2e
3kx
2 − k2e2kx + 8e

kx
2 + 8e

3kx
2 + 12ekx + 2e2kx + 2.
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F =
(
k2 + 4e

3kx
2 + 8ekx

)
.

By the same way we can get u2(x, t), u3(x, t), . . ..

The solution of (4.1) and (4.2) via VIM will be in the form follows:

u(x, t) = un(x, t). (4.26)

v(x, t) = vn(x, t). (4.27)

The traveling wave solutions of u(x, t) and v(x, t) which are obtained by HPM, VIM, and FEM are
shown in (Figs. 1 to 4). It can be deduced that the traveling wave solutions which obtained from
the three methods are more consistent when t = 0.5. When time is increased, the traveling wave
solutions which obtained from HPM and FEM are more consistent, while the solutions we get from
VIM are not entirely agreed with the above methods.

The ecological meaning of the results which are obtained is; we have an invasion of one species
namely v on species u, and this invasion effects on the resources that were exists before the invasion.
When time increased the invader is winning. This is what we expect from the nature of equilibrium
solutions and the conditions in the model we have assumed.

4.3 Model with and Without Self-diffusion

In this section, we compare the traveling wave solution of (1.1,1.2) with and without self diffusion,
in other wards, when S1(u) = S2(v) = 1 the model in (1.1,1.2) turns out to be without self-diffusion.
FEM is used to compare the solution in both cases as shown in (Figs. 5 and 6). It can be seen how
self-diffusion effects on disperse of traveling wave solution of u and v, and has no effect on which
species will win at the end.
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Fig. 1. Comparison between the traveling wave solution of u(x, t) using
VIM, HPM and FEM, when t = 0.5
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Fig. 2. Comparison between the traveling wave solution of v(x, t) using
VIM, HPM and FEM, when t = 0.5
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Fig. 3. Comparison between the traveling wave solution of u(x, t), using
VIM, HPM and FEM, when t = 1
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Fig. 4. Comparison between the traveling wave solution of v(x, t), using
VIM, HPM and FEM, when t = 1
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Fig. 5. Comparison between traveling wave solution of u(x, t), with and
without self-diffusion when t = 1 and using COMSOL
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Fig. 6. Comparison between traveling wave solution of v(x, t), with and
without self-diffusion when t = 1 and using COMSOL

5 Conclusion

In conclusion, three powerful numerical methods are used to find the traveling wave solutions of
reaction-diffusion model with self-diffusion in one dimension. It was shown that the traveling wave
solutions which are gets from FEM and HPM are more consistent compare to the solutions get from
VIM with variety in times.

Ecologically, we have shown that from results how two species compete for resources, and how one
of the species will win at the end when one of the species is the invader (species v). The result of
traveling solutions are agreed with the prediction we have made. The effect of the self-diffusion on
the solutions is shown and it can be deduced how the solutions will disperse and spread out when
the degree of nonlinearity in self-diffusion is changed.

Competing Interests

The authors declare that no competing interests exist.

References

[1] Murray JD. Mathematical biology I. An Introduction, Third Edition. Springer-Verlag Berlin
Heidelberg; 2002.

[2] Dubey B, Das J, Hussain J. A predator-prey interaction model with self and cross-diffusion.
Ecological modeling. 2001;141:67-76.

[3] Cherniha R, Myroniuk L. New exact solutions of a nonlinear cross-diffusion system. J. Phys.
A: Math. Theor. 2008;41:15-25.

10



Rasheed et al.; BJMCS, 11(2), 1-11, 2015; Article no.BJMCS.19573

[4] Feng X. Exact wave front solutions to two generalized coupled nonlinear physical equations.
J. Phys Lett. A. 1996;213-167 .

[5] Comsol AB. Introduction to Comsol Multiphysics, Version 4.1, U.S.; 2010.

[6] He JH. Homotopy perturbation technique. Computer Methods in Applied Mechanics and
Engineering. 1999;178:257-262.

[7] He JH. Homotopy perturbation method: A new nonlinear analytical technique. Applied
Mathematics and Computation. 2003;135:73-79.

[8] He JH. A coupling method of homotopy technique and perturbation technique for nonlinear
problems. International Journal of Non-Linear Mechanics. 2000;35:37-43.

[9] He JH. Approximate solution for nonlinear differential equations with convolution product
nonlinearities Comput. Methods Appl. Mech. Eng. 1998;167:69-73.

[10] He JH. Variational iteration method: A kind of nonlinear analytical technique: Some examples.
Int. J. Nonlinear Mech. 1999;34:699-708.

[11] He JH. Approximate analytical solution for seepage flow with fractional derivatives in porous
media. Comput. Methods Appl. Mech. Eng. 1998;167:57-68.

[12] He JH. Variational iteration method for autonomous ordinary differential system. Appl. Math.
Comput. 2000;114:115-123.

[13] Marinca V. An approximate solution for one-dimensional weakly nonlinear oscillations. Int. J.
Nonlinear Sci. Numer. Simul. 2002;3:107-120.

[14] Gh E. Draganescu, Capalnasan V. Nonlinear relaxation phenomena in polycrystalline solids.
Int. J. Nonlinear Sci. Numer. Simul. 2004;4:219-226.

[15] Wazwaz AM. A reliable algorithm for obtaining positive solutions for nonlinear boundary value
problems. Computer and Mathematics with Application. 2001;4:1237-1244.

[16] Ch. Wu G. Challenge in the Variational iteration method -A new approach to identification of
the Lagrange multi-pliers. Journal of King Saud University. 2013;25:175-178.

[17] He JH. A new approach to nonlinear partial differential equations. Communications in
Nonlinear Science and Numerical Simulation. 1997;2:230-235.

[18] Heinze S, Schweizer. Creeping fronts in degenerate reaction-diffusion systems. Nonlinearity.
2005;18:2455-2476.

——————————————————————————————————————————————–
c⃝2015 Rasheed et al.; This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work is properly cited.

Peer-review history:
The peer review history for this paper can be accessed here (Please copy paste the total link in your browser
address bar)
http://sciencedomain.org/review-history/10654

11

http://creativecommons.org/licenses/by/4.0

	Introduction
	Analysis of the Homotopy Perturbation Method
	Basic Idea of Variational Iteration Method (VIM)
	Results
	HPM Solutions of (4.1) and (4.2) 
	VIM Solutions of (4.1) and (4.2) 
	Model with and Without Self-diffusion

	Conclusion

